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Abstract—Twitter is currently one of the most influential
microblogging services on which users interact with messages.
It is imperative to grasp the big picture of Twitter through
analyzing its huge stream data.

In this study, we develop a two-stage clustering method that
automatically discovers coarse-grained topics from Twitter data.
In the first stage, we use graph clustering to extract micro-clusters
from the word co-occurrence graph. All the tweets in a micro-
cluster share a fine-grained topic. We then obtain the time series
of each micro-cluster by counting the number of tweets posted in
a time window. In the second stage, we use time series clustering
to identify the clusters corresponding to coarse-grained topics.

We evaluate the computational efficacy of the proposed method
and demonstrate its systematic improvement in scalability as the
data volume increases. Next, we apply the proposed method to
large-scale Twitter data (26 million tweets) about the COVID-19
Vaccination in Japan. The proposed method separately identifies
the reactions to news and the reactions to tweets.

Keywords—social media analysis, knowledge discovery, graph
mining, clustering, time series

I. INTRODUCTION

Twitter is currently one of the most influential microblog-
ging services, allowing users to post and interact with mes-
sages known as “tweets.” Twitter stream data contains a
plethora of diverse information ranging from personal stories
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MJCR19A4, and JST PRESTO Grant Number JPMJPR1925.

to local and global news and the perceptions of various users.
More than 300 million users send over 500 million tweets per
day [1], covering a wide range of topics such as their daily
activities, news, events, feelings, opinions, etc.

It is imperative to grasp the big picture of Twitter through
analyzing its huge stream data. While the volume of available
data increases rapidly, we cannot read and understand all
the tweets manually. Here we aim to develop a method
for automatically extracting the main themes or topics from
Twitter data. That is, to find all of the topics in the data and
assign one to each tweet. Automatic extraction of essential
topics from Twitter data has significant applications for the
effective use of social media data, such as understanding
public perceptions about a disaster (e.g., an earthquake [2],
[3] and the COVID-19 outbreak [4], [5]) for surveillance
studies and monitoring public feelings about a product or a
company for effective online marketing. In the topic modeling
approach [6]–[8], this problem is solved as a classification
task in unsupervised machine learning. The topic modeling
approach is originally proposed to automatically classify many
documents, such as papers and articles for newspapers. In
this work, we adopt an alternative approach, that is, using the
graph clustering technique [9]–[11] to the word co-occurrence
graph constructed from Twitter data. This approach has the
advantage of efficiently processing the huge volume of data
and utilizing the sparse data (e.g., short messages).



In this study, we present a two-stage clustering method
that automatically discovers coarse-grained topics from Twitter
data. In the first stage, we apply graph clustering to the word
co-occurrence graph and extract micro-clusters corresponding
to fine-grained topics of a tweet. We improve Data Polishing
algorithm [11], [12] to achieve better scalability for data
processing. We then obtain the time series of each micro-
cluster by counting the number of tweets posted in a time
window. Finally, we apply time series clustering in the second
stage to find the clusters corresponding to coarse-grained
topics.

The proposed method has two advantages. First, this method
is highly scalable to work with increased data volume, such
that it is suitable for social media big data analysis. Specifi-
cally, this property is essential for analyzing Twitter data over a
long period. Second, the proposed method utilizes textual and
temporal information. Twitter data exhibits highly dynamic
activity due to collective human behavior and external news
and events. For instance, the time series of tweets exhibits
“bursty‘’activity [13], that is, a sharp rise in the time series.
The temporal activity on Twitter associates with the external
world events (e.g., earthquake and news) [14], [15] and the
event types (e.g., sports, election, and file release) [16]. As a
result, it is also critical to use temporal information to extract
the underlying topics in the Twitter data.

The main contributions of this study are summarized as
follows:

• We propose a two-stage clustering method that discovers
coarse-grained topics by leveraging textual and temporal
information.

• We improve the computational efficiency of Data Polish-
ing algorithm. The proposed method outperforms state-
of-the-art methods in scalability, which enables us to
analyze 26 million tweets using a laptop.

• We apply the proposed method to the Twitter data
about the COVID-19 Vaccination in Japan. The proposed
method separately identifies the reactions to news and the
reactions to tweets.

The rest of the paper is organized as follows. Section II surveys
the related work. The proposed method for discovering coarse-
grained topics is described in Section III. In section IV, we
evaluate the scalability of the proposed method and compare
it to state-of-the-art approaches. Next, section V compares the
proposed method to existing approaches by applying it to a
large-scale Twitter data set (26 million tweets) regarding the
COVID-19 vaccine in Japan. Finally, we summarize the results
in in section VI.

II. RELATED WORK

Recent studies about Twitter data analysis used Latent
Dirichlet Allocation (LDA) [6] to identify topics in tweets [4],
[5]. Although LDA is an effective method for discovering
topics, it has several limitations that make it unsuitable for so-
cial media data analysis. First, LDA assumes that a document
contains several topics, and requires multiple instances of each
word to generate meaningful topics, whereas Twitter posts that

we consider as documents are too short to repeat any words.
Second, to produce effective results, LDA requires several
hundred iterations, which makes it inefficient for analyzing
millions of documents. Third, social media posts contain large
amounts of meaningless messages [17], rumors [18], and
misinformation [19]. Finally, another limitation is that it does
not consider temporal information, such as tweet timestamps.
Several studies has extended the LDA to address one of its
shortcomings. For instance, Twitter LDA [7] was proposed to
address the short message problem and the dynamic LDA [20]
was proposed to take advantage of the temporal information.
However, they are subject to the other limitations of LDA as
listed above. To address all these issues, we develop a two-
stage clustering algorithm that utilizes word and timestamp
information. It is also worth noting that, though we used
Twitter data in this study, the proposed method applies to any
social media data.

The graph clustering approach is used in this study to find
micro-clusters (i.e., fine-grained topics) in Twitter data. We
concentrate on the problem of extracting micro-clusters from a
given set of data. A micro-cluster is a group of similar entities
(in this case, words) within the data. For our purposes, we
want a micro-cluster detection algorithm that has the following
characteristics:

(1) quantity: the algorithm should generate proper
(tractable) number of micro-clusters;

(2) independence: the micro-clusters are not entirely similar
to each other;

(3) coverage: each entity has to belong to a group;
(4) granularity: micro-clusters have homogeneous semantic

granularity; and
(5) reproducibility: algorithm must yield the same result in

different executions with perturbations of entity order in
the data

Although several methods for micro-cluster mining exist, the
quality of the algorithms does not meet our requirements.
For instance, pattern mining [21] and community mining
approaches [10] generally output many clusters, which are
pretty similar. Therefore, they satisfy neither (1) nor (2).
DBscan [22], or clique extraction has less flexibility for cluster
diameters, and thus often partitions a micro cluster into much
smaller ones, so it satisfies neither (4) nor (5). To the best
of our knowledge, no existing algorithm satisfies all of our
requirements. Instead, we turn to a method based on Data
Polishing [11], which uses a unique approach to solves these
issues.

Real-world event detection from Twitter streams is a hot
research topic [23], [24]. There are many general event de-
tection methods [25], [26] as well as methods for identifying
specific classes of events, such as earthquakes [27], [28], stock
price returns [29], or infectious disease outbreaks [30], [31].
However, these works focus on “bursty‘’events that trigger a
sharp rise in the tweet time series about the event [13], whereas
we use the similarity of temporal patterns to extract topics. As
a result, the proposed method can distinguish the reaction to
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Fig. 1. Proposed method (Two-stage clustering method) for discovering coarse-grained topics of public perceptions from Twitter data. A: Large-scale Twitter
data (i.e., the tweets and their timestamps). B: Tweet graph defined by the similarity between tweets. C: Micro-clusters obtained by graph clustering (first
stage clustering). The gray circles represent a micro-cluster. Tweets in a micro-cluster share a fine-grained topic. D: Coarse-grained topic obtained by time
series clustering (second stage clustering).

breaking news from the reaction to tweets.
Another research topic is social media time series analysis.

While most studies focus on prediction accuracy [19], [32],
[33], several studies investigated the time seres of collective
human attention on the internet and investigated how trending
topics attract attention over time [14]–[16]. For instance, Crane
and Sornette examined Youtube view activity and identified
two patterns [14]: 1) a sudden peak with rapid decay associated
with exogenous shocks (e.g., Tsunami) and 2) a gradual
increase until the peak followed by symmetric relaxation as-
sociated with endogenous effects (e.g., word of mouth effect).
While those studies manually analyzed their data, we develops
a method for discovering these different classes automatically.

III. METHOD FOR DISCOVERING COARSE-GRAINED
TOPICS FROM TWITTER

Here we describe the proposed method for discovering
coarse-grained topics from large-scale social media data. Fig. 1
depicts conceptually how coarse-grained topics are extracted
from the tweets and their timestamps. Suppose that we have
a huge volume of Twitter data, with text bodies (tweets)
and timestamps, as shown in Fig. 1.A. First, we generate
a tweet graph (Fig. 1.B) based on the word co-occurrence
between tweets. For example, if two tweets have more than
50% of their words in common, we connect the tweets with
an edge. Second, we identify the micro-clusters, that is, the
tweets sharing a fine-grained topic, by applying the graph

clustering algorithm, an improved Data Polishing algorithm
in this case (Fig. 1.C). Third, we obtain the time series of
a micro-cluster by calculating the frequency of tweets in a
micro-cluster. Finally, by clustering the time series of the
micro-clusters, we discover coarse-grained topics (Fig. 1.D).
In the following subsections, we explain the main components:
graph generation, graph clustering, and time series clustering.

A. Graph Generation

We generate the tweet graph from Twitter data. The tweet
graph is defined as an undirected graph, in which the node
represents a tweet and the edge represents the similarity
between the tweets. A pair of tweets are connected by the
edge if the Jaccard similarity coefficient [34] of the tweets is
larger than the threshold θE .

B. Graph Clustering

We identify fine-grained topics by clustering the tweet graph
to find micro-clusters (i.e., dense subgraphs) (Fig. 2). It is
expected that all the tweets in a micro-cluster have a quite
similar meaning. Here, we use an improved Data Polishing al-
gorithm to find micro-clusters. Data Polishing [11] transforms
our tweet graph into a graph whose dense subgraphs are all
cliques. This algorithm iteratively adds an edge between two
nodes that are likely to belong to the same cluster and deletes
an edge between two nodes unlikely to belong to the same
cluster. Specifically, we add an edge between nodes (u, v) if
the Jaccard similarity coefficient of the neighbor sets (N [u],
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Fig. 2. First stage clustering: Graph clustering.

N [v]) is larger than the threshold θDP . We delete any existing
edges that do not satisfy this threshold. Data Polishing iterates
this operation until convergence, and the graph is composed
of a proper number of cliques corresponding to some topics.
Finally, maximal clique enumeration is performed by using
MACE [35] to obtain the micro-clusters.

In this paper, we have improved the computational effi-
ciency of Data Polishing. The most time consuming part is
the computation of the Jaccard similarity coefficient. The main
idea to improve the efficiency is to unify the isomorphic
nodes, whose neighbor sets are the same, into a single node.
In addition, the tweets (nodes) that share the same bag-of-
words were unified into a node. Due to retweets, there are
many tweets of the same bag-of-words. We can expect these
modifications accelerate Data Polishing in large-scale tweet
data.

C. Time Series Clustering

Although we can identify the topics by using the improved
Data Polishing algorithm, it often generates too many topics
to analyze manually or to interpret the data. Thus, we leverage
the timestamps of tweets to obtain coarse-grained topics that
are easy to interpret for a human.

First we obtain the time series of a micro-cluster by dividing
30 minute time windows and counting the number of tweets
in the micro-cluster posted in a time window. We then apply
time series clustering, specifically K-Spectral Centroid (K-
SC) [36] clustering, to obtain the cluster of micro-clusters
that exhibit a similar temporal pattern (Fig. 3). We adopted
K-SC algorithm because it robustly captures clusters by using
a similarity metric invariant to scaling and shifting, and it also
efficiently finds the clusters for large data sets.

The K-SC algorithm is an extension of the k-means algo-
rithm and it finds the cluster centroid of the time series µj by
minimizing the objective function:

F =

K∑
j=1

∑
xi∈Cj

d̂(xi, µj)

where K is the number of clusters, xi is the i-th time series,
and Cj is a set that represents the member of the j-th cluster.

Time Series Clustering

Reaction to Breaking News

Tweets
Internet Articles ・

・
・
・
・

Reaction to

Fig. 3. Second stage clustering: Time series clustering.

The K-SC’s distance metric d̂(x, y) between the two time
series (x and y) is defined as follows:

d̂(x, y) = min
α,q

∥x− αyq∥
∥x∥

,

where yq is the result of shifting time series y by q time units,
and ∥∥ represent the l2 norm.

IV. RUNTIME EXPERIMENT

The proposed method consists of two clusterings: graph
clustering and time series clustering. The first stage (graph
clustering) is a potential bottleneck of computation when we
process huge data volumes. In this section, we evaluate the
scalability of the computation time of the graph clustering to
the increase in the number of tweets. We first describe the
Twitter data set and experimental setup. Then we examine the
runtime to process the Twitter data and compare the proposed
algorithm to the state-of-the-art algorithms.

A. Setup

Our data consists of all the Japanese tweets including the
word “waku-cine‘’(vaccine in Japanese) posted during Jan.
1, 2021 and Mar. 31, 2021. This data set was provided by
NTT DATA Corporation. This data set consists of 26,359,783
tweets, which offers a substantial corpus for analyzing the
perception of the COVID-19 vaccination in Japan. Fig. 4
shows the time series of the tweets, that is, the number of
tweets in a time window of 30 minutes. There are major peaks
around January 21 and February 17. The second peak likely
due to the news and tweets that Japan started the first COVID-
19 vaccinations to health workers in Tokyo [37].

First we segment each tweet into words using the Japanese
morphological analyzer MeCab [38] and removed stop words,
such as “kore‘’(this in Japanese), “sore‘’(it in Japanese),
and “suru‘’ (do in Japanese). Then, we generate the tweet
graph whose node corresponds to a tweet. A pair of tweets was
connected with an edge, if the Jaccard similarity coefficient of
the word set between the two tweets is more than the threshold



Fig. 4. Time series of tweets including “waku-cine‘’(vaccine in Japanese).
We used the bin width of 30 minutes.

θE = 0.3. Roughly speaking, we assign the edge between two
tweets when the both tweets have more than 50% of words
in common. Finally, we used the improved Data Polishing to
find micro-clusters from the tweet graph. The threshold θDP

was set to 0.2 in this paper. Our explorations suggest that the
results are qualitatively not affected by the choice of θDP .

B. Performance of graph clustering algorithm

Here we have improved the computational efficiency of
Data Polishing [11]. Based on the data preprocessing and
the parameters described in “A. Setup‘’, we evaluate the
performance of our algorithm in term of speed.

We compare the proposed algorithm with five existing
algorithms for finding topics from tweets: LDA [6], K-
means [39], MeanShift [40], Agglomerative clustering [41],
and Data Polishing [11]. LDA is the most popular algorithm
based on word frequency in a document. K-means, Mean-
Shift, and Agglomerative clustering are general clustering
algorithm, which are applied to the word vector of each tweet
w⃗ = (w1, w2, · · · , wn), where wi is the number of the i-
th word in a tweet. Data Polishing is a Graph clustering
algorithm, which was applied to the tweet graph (Fig 1 B). We
used the following implementations: Python Gensim [42] for
LDA, scikit-learn for K-means, MeanShift, and Agglomerative
Clustering [43], and Nysol Python for Data Polishing [44]. All
our experiments were performed on a Mac mini (2018), with
a 3.2 GHz Intel Core i7 with 64GB 2667 MHz of memory.

Figure 5 shows the runtime of the algorithms, when the
number of tweets was increased from 1,000 to 1,000,000. The
runtime was evaluated by executing each method three times
and calculating the average. The tweets are randomly selected
from the data set. Note that we stopped the measurement
if the runtime reached 10,000 seconds. While MeanShift,
Data Polishing, and the proposed method can automatically
determine the number of micro-clusters (topics) from the data,
the other methods cannot. For those methods, the number
of clusters was assigned as the number of the non-trivial
clusters (the clusters whose size is more than two) generated
by Data Polishing. Note that the proposed algorithm is an
improved Data Polishing which generates the same result as
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Fig. 5. Performance evaluation. The runtime of the proposed method
(cyan) was compared with five state-of-the-art methods (MeanShift: black,
Agglomerative clustering: green, LDA: yellow, and Data Polishing: blue). We
stopped the measurement if the runtime reached 10,000 seconds.

the original algorithm. The result shows that the proposed
algorithm is more efficient than the existing algorithms and it
takes only 1,600 seconds to find micro-clusters from a million
tweets. The second-most efficient algorithm is Data Polishing.
It is quite efficient when the number of tweets are less than
100,000. However, the proposed algorithm is 20 times faster
than the original one for processing 500,000 tweets. The third
most efficient one is the LDA. The proposed algorithm is
more than 300 times faster than LDA with a data set of
100,000 tweets. The other algorithms (K-means, MeanShift,
and Agglomerative Clustering) cannot process a data set larger
than 50,000 tweets in three hours.

V. CASE STUDY: DISCOVERING PERCEPTIONS ABOUT THE
COVID-19 VACCINATION IN JAPAN

The proposed method (Fig. 1) is applied to large-scale Twit-
ter data to discover coarse-grained topics of public perceptions.
Twitter data in Japanese about the COVID-19 vaccine were
analyzed as a case study to examine the feasibility of the
application to surveillance studies.

After finding micro-clusters from the Tweet graph, we
extracted coarse-grained topics from the largest top 1,000
micro-clusters (5,857,931 tweets) using time-series clustering
(Sec. III C). The K-SC algorithm was adopted for time series
clustering. We used the Matlab code [45] provided by the
author of Ref. [36]. The number of clusters K is set to 12. In
the following, we describe the clusters obtained by the K-SC
algorithm as topics.

Figure 6 shows the cluster center and the word cloud of
each topic. The word cloud is obtained by aggregating all the
micro-clusters in a cluster. We quantified the cluster center
time series using the burst score β defined as the ratio of the
tweets in a cluster, which were posted within a hour before
and after the peak.
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We manually identify the events, news, and tweets associ-
ated with the topic by searching Twitter based on the frequent
words and the peak date. Observations of each topic are as
follows: Topic 1 represents the breaking news that Pfizer’s
vaccine was officially approved by the Ministry of Health,
Labour, and Welfare (MHLW) (Feb. 14). Topic 2 represents
news that Mr. Kono was appointed as the Minister of Vaccine
(Jan. 18). Topic 3 corresponds to a typical information meme.
Twitter users started to play on words: they represented getting
vaccination twice as “vac-vac-cine-cine‘’(waku-waku-cine-
cine in Japanese). The nuance and funny sound of the word
grasped the users’ mind and diffused as a meme. Topic 4
shows the reactions to the internet articles and columns related
to the immunization schedule and the reluctance to take the
vaccine. Topic 5 represents anxieties and skeptical views of
people against the effectiveness of the vaccine. A tweet of
the Prime Minister’s office was retweeted and spread as an
information diffusion. Topic 6 represents the side effects of
the vaccine. Topic 7 includes rumors about Chinese vaccines.
Topic 8 represents the reactions to side effects, and the tweets
which dispelled concerns about them seem to diffuse. Topic
9 represents the reactions to the side effects of the vaccine.
One of the main topic was about the woman who died of
a subarachnoid hemorrhage after the vaccination. Topic 10
represents the reactions to the prior vaccination for doctors
and health care workers. Dispelling concerns about vaccines
is one of the topics here. Topic 11 represents the reactions
to minor news, which includes unverified gossips and doubts
about vaccine effectiveness. Topic 12 contains the whisperings
that wealthy people skipped the line and had already taken
the Chinese vaccine. It also contains the rumors that nursing
students could not have declined the vaccination regardless of
their own will.

From the observations above, three types of topics are
deduced qualitatively:

A Reaction to the news (8%: 448,293 tweets).
B Reaction to the tweets (43%: 2,532,962 tweets).
C Others (rumors, gossips, etc.) (49%: 2,876,676

tweets).

Topic 1 and 2 are classified into type A. These two clusters
correspond to the specific news from the media. From topics
3 to 10, it is proper to be classified as type B: diffusion
of tweets and internet articles. These topics represent the
reaction to tweets or online articles. Twitter users retweeted
or discussed those writings, and some topics became viral.
Users’ anxieties, skeptical views of the vaccine, and the
distrust of politics showed through the frequent words and the
diffused discourses. Topics 11 and 12 are classified into type
C. Reactions to minor news and gossips, including unverified
whisperings and uncertain rumors, can be observed in these
clusters.

This qualitative categorization is supported by the burst
score β. The burst score of type A topics is highest in all
the types: β > 0.1. The cluster centers of type A topics have
sharp peaks which correspond to the reaction to specific news.

In contrast, the burst score of type C topics is lowest in all
the types: β ≤ 0.02. The cluster centers of type C topics do
not have prominent peaks. The burst score of type B topics
is between 0.02 and 0.10. These topics exhibit symmetric
peaks compared to type A topics, implying the endogenous
effect (e.g., word of mouth or information diffusion due to
retweets) [14].

VI. CONCLUSION

We develop a two-stage clustering method for discovering
the topics of people’s perceptions from Twitter (i.e., tweets
and its timestamps). First, we generate the Tweet graph based
on the word co-occurrence between tweets. In the first stage
clustering, we apply graph clustering to the tweet graph and
obtain micro-clusters, that is, a group of tweets sharing a fine-
grained topic. We then obtain the time series of a micro-
cluster by calculating the frequency of tweets in the micro-
cluster. Finally, in the second stage clustering, we apply time
series clustering to obtain clusters corresponding to coarse-
grained topics. We improve the computational efficiency of
Data Polishing algorithm to find micro-clusters and evaluate
the runtime of the proposed method. Our method outperforms
state-of-the-art methods in scalability, which enables us to
analyze 26 million tweets using a laptop. Finally, we apply
this method to large-scale Twitter data about the COVID-19
Vaccination in Japan. Our method discovers coarse-grained
topics that exhibit three types of temporal patterns: A) the re-
action to breaking news, B) the reaction to tweets (information
diffusion), and C) the others (e.g., rumors, gossips).
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